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Introduction

Query Enhancement: enhances the query based on pseudo-relevance
feedback or external knowledge sources, given that search queries are
often short, ambiguous, or lack necessary background information.
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Introduction

Large Language Models (LLMs) have seen a growing interest in the Information
Retrieval (IR) community in recent years. They exhibit several properties, including
the ability to answer questions and generate text, that make them powerful tools.
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| Taxonomies

o RESOl-Vlng ambUIty Query Expansion Query Rewriting
o Query expansion i :
o Query clarification
o Query suggestion
O Query rewrite

e Interactive query
refinement
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Taxonomies

Queryl: Querys:

‘Which country is How to treat internal
Shanghai located in? injuries of cobras?
Query2:

A cage contains 4

animals and 10 legs.

Count the chickens

and rabbits. QueryRouter
Query3: Query4:

How seconds was Who played singing
the delay of WWII alvin in the film Alvin
era thermite? and the Chipmunks?

Chen et al., “When and How to Augment Your Input: Question Routing Helps Balance the Accuracy and Efficiency of Large Language Models” (Naacl findings °25)
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Query Clarification

Proves to be efficient for ambiguous queries with multiple answers

LLMs must learn to clarify the query by identifying user’s intent

e User Request: an initial user request in the conversational form, e.g. What
is Fickle Creek Farm, with a label reflects if clarification is needed ranged
from 1 to 4;

e Clarification questions: a set of possible clarifying questions, e.g. do you
want to know the location of fickle creek farm;

e User Answers: each questions is supplied with a user answer, e.g. no i want
to find out where can i purchase fickle creek farm products.



Query Expansion

Query expansion augments a user’s original query with additional terms

or phrases to improve retrieval performance.

Can be divided into internal expansion and

external expansion.

Input: Document
Rosearchers aco foding Outp thod Cioaey
St cinnamon reduces mon
blood suger levels n::uma-m
naturally when taken

Rosearchues a0 finding that cinnamcn roduces
Expanded Doc bicod sugar loveis naturally when taken dady...

dom cnnamon lower bIood sugar?

o Batter Retreved Docs
User's Query A
foods and supplemenis o -
lower Biood sugar Search Engle .lﬂ

Answer the following question:

{query}
Give the rationale before answering

Y

Large Language Model (LLM)

Y

[ Concat({query}, {model output}) ]

v

Retrieval System (BM25)

Jagerman et al., “Query Expansion by Prompting Large Language Models” (Arxiv’23)
Nogueira et al, “Document Expansion by Query Prediction” (EMNLP’19)



Internal Query Expansion

It focuses on maximizing the value of existing information in the original
query or the used LLM without relying on external knowledge sources

o e e R e e e e e R i « Initial d: Generated d;: Generated d:

i Step 1: Get one document d for each $ 7 v : T c — (W = rm——

: question q Via retrieval or genel‘aﬁon. : onsanto» iIsamu t!néthﬂd : 0“53“(0. orT':pany IS an m_e- Or\San OIS ﬂ muitinationa

' N agrochemical and agricultural rican multinational agrochemical || agricultural biotechnology

' ey i | biotechnology corporation ... It || and agricultural biotechnology corporation. ... The company

' Question | Document | Cluster | | | ic one of the world's leading corporation ... It is a leading also manufactures other

' ——— N N

' s d—1—< v | producers of roundup, a gly- producer of genetically engi- agricultural chemicals, such

' What does Qes d., P E phosate herbicide. (63 words) i neered seed and ... (70 words) )\ insecticides ... (36 words') |

i Monsanto : Ay mmem=m-- seessecsccccccsea-- bemmmm -vT---------------------.

' own? (WebQ) - = = ! ! Step 3: Given question g for training or inference, \ / '

- <) <l | :foreachclusterc € {1..k}\ ‘ ; '
. 1 . L

E ; E sample {q.;,d.;}.j = 1..n, whose clusterid is ¢; \ l p as’.fidCtzltlura! Chemt')cﬂls '

' “ -, ~ ails rm

" _ 14 create promptpe = "qey; dey; i i Geni den”s (} i\ e ec{ J i

' Step 2: Get embeddings, and ' 1+ generate document d_ with p.. using a large language model. | ‘

' cluster them by K-means. E ' Using a reader (e.g., FiD), with q and the diverse documents {d,, d., ..., dy}, find answers a. ‘

Yu et al., “Generate rather than Retrieve: Large Language Models are Strong Context Generators” (ICLR’23)



External Query Expansion

It introduces supplementary data from outside sources (e.g., Web or
Knowledge base) to fill gaps, provide additional context, or broaden the
scope of the content R

Find me a y raled camera for wildlife phot phy compatible with
my A ;
» »
® |6 X6
- -
. ] L
Sources: WordNet, ontologies (e.g. ‘
Query Expansion Query Expansion Query Expansion
M Title: Title: Title:
DBpedia), search logs, etc... - —— Nikcn Goopk 1000
Feature Feature: Feature:
the camera is designed impressive 125x zoom for 45.7 mogapicels; autofocus,
for . . photography.. Description:
Descri; ption: Description: fSexible lens adapler
compatible with Nikon bui-in lons options inc Reviews:
F-Mount lenses Nixon F-Mount lenses. . ! “autofocus
Reviews Reviews Relations:
“This is a ! camera for “captured « products also bought
shootng ! without a hitch!® ;
- products also viewed
FTZ acapter, .
Final Retrieval Final Retrieval Final Retrieval
HyDE RAR KAR (Ours)

Xia et al., “Knowledge-Aware Query Expansion with Large Language Models for Textual and Relational Retrieval” (NAACL’25)



External Query Expansion

It introduces supplementary data from outside sources (e.g., Web or
Knowledge base) to fill gaps, provide additional context, or broaden the
scope of the content

Entity Parsing by LLM KG Relation l’rupagl.ﬁu:n Document Triples Construction
Bior wrile pEger
@ LLM 1:Andrew Stokes - ‘_ . (B amhuwmus-p.pu “},
e 2 Multi-aperture coherent imaging d, 1 -_: N h-hop :fj Cmm=—- J'.
Query g ¥ Querygq (pseudo entity) - _‘\— ) nmg:::ms - ﬂﬂl Eﬁ&
Find me a paper about ds v i r—— i ;
iah resokition kmag * = ) publication date; 2010-05-10
very written by d; {3 Bater thes pagar =i vanue: Opts Express
in 2010 — Entity Document Retrieval ; = mibe
and citing the paper __“Embur.l. Embed — ‘ @ LLM
Y , - | auther name: [[ = 05y X5 Query § cHERI X,
_dy | paper count: 2 : Knowledge-Aware Expansion
~ |citation count: 31 Document-based Relation Filtering ithe:
- |title: t; J abstract: rocover h re
? o, | ADEIPACE: Aperiure synthesis offers. .. publication date: 207 0-05-10
% publication date: 2011-05-13 = wenue: Oplic Exprass
.| venue: Proceedings of SPIE relathons:
L | tithe: Singhe shot high T - author wiiles paper:
=1 , |abstract: We demonstrate a - = PP Cites pape
=" | publication date: 2013-02-11

*.|venue: Optics Express - papar has topic: Optical fisld, .. o

Pros and Cons?

11
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Query Suggestion

Works by suggesting alternative or additional queries based on what
the user has typed so far.

Can be formulated as a recommendation problem.

Google spiderman X & @
.§p;dprMan
s Spider Man
n:??iq?r-Man e il 7 3PS
gééésf-wé, N

u Spider-Man Across the Spider-Verse
B (E: WMSTH 2023w 8

#inEs >
a S‘PAIDAER-MAN‘ 2




Query Suggestion

LLMs can generate the recommendation suggestions with simple prompting

“Related Searches” Module

Prompt Queries Prompt Recommendations

quary: google scholar

rocommandations: google scholar search; google scholar citation: google scholar advanced searchi google scholar login; google scholar login sige upy google scholar impact fastor
quary: alr framce

recommendations: air france booking; air france flighte; alr framce Contact number;

air france business class; alr france careerd; air france luggage fees
query: {USER QUERY}

rocommsndations:

Wuery aus : ﬁ
- _______________________ 1

§-- =

13 Bacciu et al., “Generating Query Recommendations via LLMs " (IR-RAG @ SIGIR’2024)



Query Suggestion

LLM with knowledge injection boosts the performance further

(A) Previous Search Logs (C) Memory Stream | | (E) Query Suggestion |
E“?Ei ?Wﬁﬂﬂﬂiﬂqﬁﬁthg" (Jul 16, 2_'?23;3 N ] Instence Tima Stamp ( Naive Query Suggestion: 1
Types Models Validness (T)  Relatedness (T)  Usefulness (T)  Ranking ()
Query Suggestion 1.769 0.962 0.948 2.736
Baselines = Confextual Query Suggestion 1.966 1.267 1.245 2415
Contextual Query Suggestion w/ K 1.822 1.192 1.166 2.654
Ours K-LaMP (Ours) 1.966 1.482 1.455 2.160
i ot Do o Vi i iy | Dovesansgaiém 3 wi16.2023 s Query Suggestion w/ Lapsed Eniy:
n email being spam based on the frequency of certain words or phrases Unsuparvised ML [ NFA L Bayesian algorithms for spam filtering )

Baek et al, WWW 2024, Knowledge-Augmented Large Language Models for Personalized Contextual Query Suggestion

14 Baek et al., “Knowledge-Augmented Large Language Models for Personalized Contextual Query Suggestion” (WWW °24)
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LLM-based Query Rewrite

Query rewrite transforms a user’'s context-dependent query into
a fully-specified version that can be understood independently

of the surrounding context.

Conversation Contexts

Two key challenges: &
e C(Coreference resolution %
e Ellipsis completion o.

Az

What can you tell me about Beyoncé’s voice ?

Her tone and timbre as particularly distinctive...

What are some other facts about her voice ?

The New York Times commented her voice is "velvety yet tart"...
What else ?

Other critics praises she was "capable of punctuating any beat".

Query Rewrites

Q3
Q3

What are some other facts about Beyoncé’s voice ?
What else can you tell me about Beyoncé'’s voice ?

Yu et al., “Few-Shot Generative Conversational Query Rewriting” (SIGIR *20)
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LLM-based Query Rewrite

Weakly-supervised training can be adopted for the difficulty to find gold

labels

................................................................... F e T
N '

I Unlabeled Data Ug i
O :

| Unlabeled Data Uy
@ @
E O e

| Labeled Data D

t;
- S © @ e
v +
[ Encoder : ] [ Encoder ]
[ - 1Decoderi ] [ jDecoderE i ]
rL."° (Ot b ) e | [WLERELENCY
Rewriter R Simplifier §

Yuan et al., “CO3: Low-resource Contrastive Co-training for Generative Conversational Query Rewrite” (COLING '24)

Fully Specified Query \

In-context Query
Encoder Feature vector
Pscudo-labeled Data
Augmented Data
Training

Inference

Selector

Labeled Data at time step t

Initialization / Co-training

Unlabeled Data Maintenance

s

Pscudo-Labeling




LLM-based Query Rewrite

LLMs show promise in generating high-quality rewrites especially in the
low-resource setting

Model BLEU-1 | BLEU-2 ROUGE-1 ROUGE-2 | ROUGE-L EM NDCG@3
Original 72.50 66.17 79.71 65.66 79.66 18.65 30.40
Allen Coref 79.37 74.29 86.04 76.72 85.94 36.13 4359
GOR 16.02 10.63 27.37 13.13 27.29 1.47 12.56
Zero.| |_GPT-2 | 15.41(15.45) | 10.54 (10.40) | 27.17 (28.46) | 12.42 (12.86) | 26.75(28.12) | 1.17(1.86) | 11.32(11.56) |
<hot | MS MARCO | 35.19 (34.62) | 19.90 (19.73) [ 31.06 (29.93) | 13.78 (13.21) | 30.41 (29.39) | 0.93(0.93) | 16.90 (14.32)
Rule Based | 82.49 (79.31) | 74.29 (72.30) | 82.92 (82.93) | 71.03 (70.53) | 81.55 (81.86) | 25.87 (26.81) | 43.72 (43.25)
CO3 | 83.94* (80.91)  75.36* (73.37) | 84.08* (83.08) | 72.32* (71.31) | 82.94* (82.02) | 27.91* (27.04) | 45.72* (44.6
[ L-co3 89.42 77.311 89.06' 74.90¢ 85.26 30.55' 48.90
Seq2Seq 7211 62.47 78.75 65.61 78.02 6.45 20.42
GQR 8484 | 7880 87.42 77.93 86.40 40.82 47.28
Few- || GPT-2 | 84.61(83.20) | 78.62 (77.00) | 87.27 (85.52) | 77.86 (75.79) | 86.25 (84.66) | 40.79 (35.89) | 46.74 (43.28) |
shot | Rule Based | 85.71 (82.35) | 79.66 (76.23) | 88.08 (85.91) | 78.71 (75.97) | 86.97 (85.09) | 40.79 (36.13) | 49.21 (46.76)
Self-Learn | 85.12 (83.53) | 79.73 (77.51) | 88.22 (86.82) | 79.36 (76.90) | 87.38 (85.91) | 43.12 (38.23) | 49.24 (46.53)
CO3  |85.87* (83.42) 80.24* (78.14) | 89.04* (86.95) | 80.08* (77.48) |87.92* (86.36) | 44.05" (40.79) | 50.43* (48.26)
50.057 86.477 93.26 85.287 90437 45077 56.227 |
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l L-CO3

Yuan et al., “CO3: Low-resource Contrastive Co-training for Generative Conversational Query Rewrite” (COLING '24)



LLM-based Query Rewrite

Instruction-tuning also proves to be an efficient way for rewriting the
query

/[ Query QReCC (8209) QuAC-Cony (6396) NQ-Conv (1442) TREC-Conv (371)
i MRR MAP R@10 MRR MAP R@10 MRR MAP R@10 MRR MAP R@&10
=l . .
B Orginal 930 887 1550 929 884 1520 906 864 1514 1030 1027 22.10 ® |n-context
= Human 39,81 3845 6265 4032 3898 6290 4078 39.05 63.80 2734 27.04 5377
= M
\_ g TSQR 33.67 3250 5368 3404 3290 5383 3424 3266 5392 2523 2496 50.13 demonstration
= ConQRR 3830 - 6010 3950 - G160 37.80 - S8.00 1980 - 4350
/‘{g ConvGQR 4410 - 6440 - . - . . - - - . helps
A RW(ZSL) 4263 4131 6046 4543 4411 6320 3643 3481 5469 1850 1826 35.58 .
° # RW(FSL) 4696 4553 6557 4981 4838 6828 4151 3971 60.13 1902 1886 39.89 ® LLM Improvement
o __ ED(Sell) 4939 47.89 67.01 _53.01 51.52  70.46 4157 39.60  59.63 1743 17.08 3625 . bvi .
" [ ED(TSQR) 47.93 4640 6625 5067 49.18 6884 4269 4064 6067 2104 2079 4326 | IS more obvious In
=] s M
& Original 12,12 1149 1874 1134 1069 1779 1311 1257 19.49 2176 2111 32.08 dense retrieval
Human 4315 4127 662 4067 3892 6459 5401 5125 7313 4374 4298 6523
E T5QR 37.67 3593 SR65 3551 3388 5723 4695 4447 6443 3894 3816 60.51
. ConQRR 4180 - 6510 4160 - 6590 4530 - 6410 3270 - 5520
: 'Zg ConvGQR 4200 - 63.50 . . - - . - . . -
]
« 2 RW(ZSL) 40,64 3895 6228 4012 3848 6247 4485 4257 63.58 3326 3288 5409

RW(FSL) 43.89 4209 6645 4350 4178 6687 4860 4612 6810 3237 3179 5265
EDi{Self) 44.99 4319 6734 4521 4348 6830 4764 4520 67.27 3091 3048 5103
[ ED(TSQR) 4476 4290 6664 4429 4250 6665 4967 4712 6922 3390 3343 5647 |

18 Ye et al., “Enhancing Conversational Search: Large Language Model-Aided Informative Query Rewriting” (EMNLP Findings °23)



Interactive Query Refinement

Interactive query refinement generally allows the system to rewrite,
disambiguate, decompose a query when interacting with a user

r N M
1. Model Only Search When Needed 2. Model Decomposes the Query for Better Answering
i '
(H_cl_lg._lo_da_y M gooddeyl: } & C% What kind of university is the school where Rey Ramsey was educated an ]
Q Hello! I'm glad to hear that. Is there anything instance of?
specific that's making it a good day? e
Where was Rey Ramsey educated at? == [§] Rutgers University
(When are the 2024 NBA playoffs scheduled to begin? > & .
< - , - 2 Q What university is Rutgers University 9 " Ing e
Q G When do the 2024 NBA playoffs start? s April 20 @ e == [#J Land-grant University
2 The 2024 NBA playoffs start on April 20 3 Land-grant University
L ARG J
- =
3. Model Disambiguates the Query for Full Clarity
& { Most total goals in a premicer league season? ]
@ Most total goals in a premier league season by a team? ey 106 IS Most total goals in a premicr league scason by a playcr?  wes g 34
E" The most goals scored in a Premier League scason by a team is 106, achieved by Manchester City in the 2017-18 season. The most total goals in a
Premier League season by a player is 34,
. 7

19 Cgb Users Q Our Model @ Retrieving from Intemnet or Database g Retrieved Contexts E2  Model Answering



Interactive Query Refinement

Adopts a tree-decoding strategy for selecting the best way for refinement

LLM serves as an efficient way for refining the query and incorporating RAG

Model HOTPOTOA 2WIKI MUSIQUE AVG.
Proprietary LLM
-~ "y

GPT-3.5TURBD !
+ Chain-of-Thought 586 439 323 4459 [ ]
+ Chain-of-Nate 525 3.1 246 v . ! | e
GPT-4 /
+ Chain-of-Thought 714 0.1 50.3 639 1
+ Chain-of-Mote 724 583 4.1 583 'E\ B i 2] E ' Gurins Gossruted by Dbsiet

Baseline without Retrieval i ] E L & ' P |
LLama2-7B {Zero Shot) 6. 160 a0 85 : . — — Rririeved Cratenis
LLama2-7B-Chat (Fero Shet) 36 749 1.8 44 /1 é L | . ™ |
LLama2-7B (SFT on Multi Hop QA) M7 2 6.5 252 1, R B eTE s ane™ g ; |
LLama2-78 (SFT on No Augmented Set) 356 s 6.7 244 L ] | ——

Baseline with Retrieval L | I
LLama2-7B (Fero Shot) 167 187 T4 14.3 Loy R
LLama2-7B-Chat (Lero Shot) 28 35 1.8 27 t | Canfidmor Based Selrction
LLama2-7B (SFT on Multi Hop QA) 75 23 74 LT == e v
LLama2-7B (SFT on No Augmented Set) 435 B8 9.1 271 [ —
RO-RAG (Ours) [+ 1 448 0y 457
(91 (e0H (3260 (2261 - g

20 Chan et al., “RQ-RAG: Learning to Refine Queries for Retrieval Augmented Generation” (COLM *24)



Common Techniques



Few-shot Prompting

Pseudo data (e.g. queries, documents) can be

synthesized by prompting LLMs in the few-shot

mannetr.

Synthesized data can be attached and added
with the original query for better retrieval
results.

[ LLM Prompts P\

Write a passage that answers the given query: |

Query: what state is this zip code 85282
Passage: Welcome to TEMPE, AZ 85282,
85282 is a rural zip code in Tempe, Arizona,
The population is primarily white...

Query: when was pokemon green released

SimLM (Wang et al., 2023) v 41.1 7.8 98.7 1.4 69.7
+ query2doc 7/ 41504 gg 0 9g g0l 729415 71619
ESpgse + KD {(Wang et al., 2022) v 40.7 87.6 98.6 743 T0.7
+ quew?dm o 41...5'{'3 ss.l-ﬂlﬁ gg?ﬂl Td.gﬂ].ﬁ- 72'51-1 &
22

T by

LLM Output

Pokemon Green was released in Japan on
February 27th, 1996. It was the first in the
Pokemon series of games and served as the

basis for Pokemon Red and Blue, which were
released in the US in 1998, The original

Pokemon Green remains a beloved classic

among fans of the series. I

Wang et al., “Query2doc: Query Expansion with Large Language Models” (EMNLP °23)



CoT Prompting

Adding CoT generally improves the performance in most metrics!

Answer the following question:

Dataset  Metrics Direct answer Add CoT {query}
Acc(%) 42.65 44.60 Give the rationale before answering
AmbigNQ TCA(s) 1.98 3.26
TAI(s/%) NaN 1538.50 v
Acc(%) 3175 38.00 Large Language Model (LLM)
Hotpot TCA(s) 2.74 5.72
TAI(s/%) NalN 416.14 !
EM 44.20 65.34
MMLU-STEM  TCA(s) 213 3.00 [ Concat({query}, {model output}) ]
TAI(s/%) NaN 273.69 l
Acc(%) 32,70 32.80
PopQA TCA(s) 1.39 6.78 Retrieval System (BM25)
TAI(s/%) NaN 3534.20

23

Jagerman et al., “Query Expansion by Prompting Large Language Models” (Arxiv *23)



Instruction Tuning

INTERS: an instruction tuning dataset for search tasks

Raw data

Templates (e.g., for CANARD)

n-shot examples (e.g., n=0)

Task description

Context

Q: when did april and
jackson move in...

A: In the aftermath of the
shooting, April...

Context: {context}
Query: {query}

Please reformulate the query
based on the context.
{reformulation}

Template 1 -

Query

what season

Reformulation

what season did april and
jackson move in...

conversational question
answering system, the question
“{query}’ is asked. The
previous context is "{context}".
How can we rephrase the query?

{reformulation}

(1) Data collecting & preprocessing

24

Template 2 <~

(2) Manual writing

Zhu et al., “INTERS: Unlocking the Power of Large Language Models in Search with Instruction Tuning” (ACL *24)

The query reformulation  task |

enhances user-input queries to be
more explicit and comprehensible
for search engines...

Context: Q: when did april and
jackson move in... A: In the

aftermath of the shooting, April... INTERS
Query: what season
Please reformulate the query based
on the context.
what season did april and jackson
move in...
(3) Template filling & length filtering pé;ﬁ;i’:f’;;}n o



| Instruction Tuning

Most LLMs can obtain the capability to solve search tasks through
instruction tuning on INTERS.

60.00
4913 4318 49.89 * -
4247 4278 4440
40.00
19,58

20.00 15.5]

r ‘ 9.39

‘ b.B3

[ o)

0.00 l

Cuery Understanding Document Understanding Query-documeant Relationship Understanding
B Falcon B INTERS-Falcon I Minima B INTERS-Minima B Mistral B INTERS-Mistral B LLaMA-Base M INTERS-LLaMA-Base LLaMA-Chat B INTERS-LLaMA-Chat

25 Zhu et al, “INTERS: Unlocking the Power of Large Language Models in Search with Instruction Tuning” (ACL "24)
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Agentic RAG

Agentic RAG refers to the use of agent-like behavior in Retrieval-
Augmented Generation systems, where the system actively plans and

executes steps—such as rewriting, refining, or expanding a user’s query—
to improve retrieval quality and response generation.

No %—o Response
— —
Query Master Agent Response Bk Is
< Query X55E

Assossor > Document Web
| relevant ‘es B Search
Refinemen t
I (Tool)
l I l Context
Sub-Agent X Sub-Agant ¥ Sub-Agent Z PR

Singh et al., “Agentic Retrieval-Augmented Generation: A Survey on Agentic RAG” (Arxiv °54)



Applications
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Multimodal Query Rewrite

Definition: Reformulating user queries by leveraging both textual and
visual context to improve retrieval relevance.

Challenges: —
the dog

.“Q4: Is it a black Labrador?

Q;: Is the dog a black Labrador?

Aq: Yes.

® How to effectively align
multimodal features?
@® Matain user intent during

Q,: How may people are there in the scene?
Q3: How may people are there in the scene?
Aj: Just one.

rewrite : Q3: Can you see other people?
. Handling ambIQUIty in . 3 g: r:‘.:;l.n you see other people except for the man?
multimodal input the man

Yuan et al., “Mcqueen: a benchmark for multimodal conversational query rewrite” (EMNLP ’23)
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Multimodal Query Rewrite

Techniques: Cross-modal fusion models for encoding — an encoder-
decoder model with pointer mechanism

xa o _ I = . X(1-2)
sz man . i
i CLTTrTT S
Transformer with Pointer Generator Decoder
| Etncoder Feed Forward
Context: Feed Forward
Q1: Is the image in color : Cross-Attention
. iti " Add & Norm
Al:Yesitis : A3d & Norm
Q2: Are there people around : Soll-Attention
A2:Only1 , Self-Attention
Q3: How old is the man S ST S S S e 7 e — e § e == e R
A3: Late 20s e o “ ey || ey || ehs || of e e ! : ] !
'Y 'y . . . 'Y 'Y 'y 'Y 'Y 1 2 ' . (1

L 4 .

Q: What color hair does he have . ‘ : : 3 ; P
R: What color hair does the man have query rewrite: Is - does he have [SEP] ! w what color hair does the

Figure 2: The overall architecture of our model.
Yuan et al., “Mcqueen: a benchmark for multimodal conversational query rewrite” (EMNLP ’23)



Multimodal Query Rewrite

BLEU-2 BLEU-4 ROUGE-2 ROUGE-L METEOR EM
Original 57.27 48.44 54.86 73.45 38.28 - -
AllenNLP Coref 59.72 50.21 56.09 76.07 39.87 8.97196.14
L-Gen 77.14 66.31 74.44 84.68 46.09 41.84157.77
T(E)-Gen 78.03 65.40 75.53 86.80 47.32 41.37156.58
T(L)-Gen 79.30 67.16 76.28 88.14 49.23 42.06 1 58.25
L-Ptr 77.46 69.46 76.07 86.65 48.63 47.87166.72
T(E)-Ptr 79.52 68.26 77.27 88.49 50.10 49.49 | 68.94
T(L)-Ptr 80.12 68.41 78.40 89.54 50.56 48.15169.53
VLBart 90.01 84.28 88.67 93.80 58.87 64.28 1 86.89
VLTS5 90.37 84.87 89.23 94.10 59.45 65.62 | 89.95
VLBart-Ptr 90.16 84.52 88.87 93.89 59.26 64.87187.22
VLTS5-Ptr 90.47 84.94 89.32 94.45 59.46 65.67 1 90.22

Pointer mechanism does help the results. But more techniques could also be
leveraged (e.g. RAG, RLHF, ...)

Yuan et al., “Mcqueen: a benchmark for multimodal conversational query rewrite” (EMNLP ’23)
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Multimodal Query Suggestion

Task: Generate textual query

suggestions for image
queries

However, predicting user
needs from a single user
query is challenging.

Wang et al., “Multimodal Query Suggestion with Multi-Agent Reinforcement Learning from Human Feedback” (WWW ’24)

bicycle

bicycle poker
bicycle shop
bicycle pump

bicycle

bicycle poker

bicycle shop

bicycle pump

(a) Textual Query Suggestion

(b) Visual Query Suggestion

Guess what you want to
search

bicycle chain

( How to fix a broken

Ncarby bicycle repair s(alls]

Why does the bicycle chain
\ frequently break |
\ /

B J

(¢) Multimodal Query Suggestion




Multimodal Query Suggestion

Agent-I: generating intentional candidate suggestions

Agent-D: choosing diverse suggestions from the candidates

PolicyNet is trained with RLHF for generating candidate suggestions

RewardNet

Text-Tower
Suggestion [—\Q Former ) Self Auention # Feed Forward
2\# ]t: : :,Z, bml:m Text-Tomwer .Im Suggestion Gemﬁnn] : T
]nput Image = ( : : ki
” — | Image Suggestion Alignment | Self Atiention — Cross Attention — Feed Forward
Qucr:-' : 4
Em D -—-i-[mag,e-anerl —-p- Image Suggestion Matching }:
Reward r’
Reward
PolicyNet - : r?
Q-Former RLHF| 51, 59,..., 5Kk L ek

Text-Tower

‘Agent-1

32 Wang et al., “Multimodal Query Suggestion with Multi-Agent Reinforcement Learning from Human Feedback” (WWW °24)

Ouput Suggestions
5| 51 |Nearby bicycle repair |
S.'. g

, .2 [Bicydle brand rankings |
S.{, ) p Sk [Bicycle chain deaning |
State s Actiona”
Agent-D



Multimodal Query Suggestion

* Two search engine scenarios: Models  #Train/#Total | Business Fine-tuned | ImageNet 0-Shot
Params DCG DIV o DCG DIV &
(1) generation_based Flamingo 1.4B/3.4B 073 025 B81.7% | 0.67 023 80.6%
BLIP-2 104M/3.1B 059 017 683% | 047 018 69.2%
. LLaVA 14M/13B 0.60 025 7T33% 0.47 0.24 76.5%
(2) retrieval-based RL45Sugg 208M/3.1B 0.89 025 833% | 0.87 0.24 86.9%

» 6 denotes the accuracy of
labeling the generated

. #Train/#Total
suggestlons Models

Business Fine-tuned

ImageNet 0-shot

* RL45Sugg works the best with  grps  10am/3.1B

Params PNR R@1 R@3 | PNR R@l1 R@3

CLIP 300M/300M 130 0.23 033 | 090 0.21 0.32
1.05 0.27 0.60 0.73 0.26 0.58

280 063 083 | 217 058 074

little parameters RL4Sugg  208M/3.1B

33 Wang et al., “Multimodal Query Suggestion with Multi-Agent Reinforcement Learning from Human Feedback” (WWW ’24)
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Summary

1 Taxonomy

1 Query Suggestion/Rewrite/Expansion/...
1 Interactive Query Refinement

..

1 Common Techniques
1 CoT Prompting
1 In-context Learning
1 Instruction Tuning
..

1 Applications
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